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QUESTION ONE (25 Marks) 

a) Distinguish between the following sets of terms 

i. Random and fixed effects model (4 marks) 

ii. Maximum likelihood estimation and Restricted maximum likelihood estimation  (4 marks) 

b) State and prove the Gauss – Markov theorem (5 marks) 

c) A study was performed on wear of a bearing 𝑦 and its relationship to 𝑥1 = oil viscosity 

and 𝑥2 = load. The following data were obtained: 

𝑦 𝑥1 𝑥2 

1.93 1.6 8.5 

2.30 1.8 8.2 

1.72 2.2 10.6 

0.91 4.3 12.1 

1.13 3.3 13.3 

1.25 4.2 11.2 

2.25 2.3 9.6 

1.45 3.4 10.5 

1.94 3.1 11.7 

1.52 3.8 9.3 

 

i. Fit a multiple linear regression model to the data (5 marks) 

ii. Test for significance of regression. Use 𝛼 = 0.05. (4 marks) 

iii. Compute 𝑡 statistics for each model parameter. What conclusions can you draw?  

 Use 𝛼 = 0.05. (3 marks) 

 

QUESTION TWO (25 Marks) 

a) Describe the centred form of the multiple linear regression model  (5 marks) 

b) With the normality assumption, obtain maximum likelihood estimators of 𝜷 and 𝝈𝟐 (5 marks) 

c) Illustrate the properties of  𝜷̂  and 𝝈̂𝟐under the normal model (5 marks) 

d) Explain how to perform regression model diagnostics (5 marks) 

e) For the data below, perform a test of lack of fit on the simple linear regression model.  

Use 𝛼 = 0.05. (5 marks) 

𝑦 1.5 8.9 3.9 7.2 7.1 6.9 1.9 1.5 7.8 6.5 

𝑥 3.1 3.2 2.8 2.7 2.5 3.2 3.3 3.5 2.8 2.9 

 

QUESTION THREE (25 Marks) 

a) Consider the model: 𝒚 = 𝑿𝜷 + 𝜺,      𝑬(𝒚) = 𝑿𝜷,    𝒄𝒐𝒗(𝒚) = 𝚺 = 𝝈𝟐𝑽 where 𝑿 is full-rank and 𝑽 

is a known positive definite matrix, derive the estimators for 𝜷 and 𝝈𝟐 (8 marks) 
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b) Given 𝑿 = [
1.0 1.0 1.3
1.0 1.1 2.8
1.0 1.2 3.3

] , 𝒚 = ⌈
4.5
6.8
2.4

⌉  and 𝑽 = [
2 −1 0

−1 2 −1
0 −1 2

], compute 𝜷̂ and cov(𝜷̂) 

 (8 marks) 

c) Describe in detail how to perform hypothesis testing in multiple regression  (9 marks) 

 

QUESTION FOUR (25 marks) 

a) Explain the generalized linear model (2 marks) 

b) Describe how to conduct multiple linear regression in R explaining the associated outputs 

 (10 marks 

c) Given the following data, fit the second-order polynomial regression model 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽11𝑥1
2 + 𝛽12𝑥1𝑥2 + 𝛽22𝑥2

2 + 𝜀  

  (13 marks) 

𝒚 𝒙𝟏 𝒙𝟐 

26 1.0 1.0 

24 1.0 1.0 

175 1.5 4.0 

160 1.5 4.0 

163 1.5 4.0 

55 0.5 2.0 

62 1.5 2.0 

100 0.5 3.0 

26 1.0 1.5 

30 0.5 1.5 

70 1.0 2.5 

71 0.5 2.5 

 

QUESTION FIVE (25 marks) 

a) Show that if 𝒚 ~ 𝑁𝑛(𝑿𝜷, 𝜎2𝑰), then 𝜷̂  and 𝑠2 have minimum variance among all unbiased 

estimators. (7 marks) 

b) Illustrate the general linear hypothesis 𝐻0: 𝑪𝜷 = 𝟎, where 𝑪 is a known coefficient matrix of 

rank 𝑞 ≤  𝑘 +  1 (8 marks) 

c) Consider the model  𝒚 = 𝑿𝜷 + ∑ 𝒁𝒊𝒂𝒊
𝑚
𝑖=1 + 𝜺,  where 𝑿 is a known 𝑛 × 𝑝 matrix,  

the 𝒁𝒊′𝒔 are known 𝑛 × 𝑟𝑖 full rank matrices, 𝜷 is 𝑝 × 1 a vector of unknown  parameters, 

 𝜺 is an 𝑛 × 1 unknown random vector such that 𝐸(𝜺) = 𝟎 and 𝑐𝑜𝑣(𝜺) =  𝜎2𝑰𝒏 , and  

the 𝒂𝒊′𝒔 are 𝑟𝑖 × 1 unknown random vectors such that 𝐸(𝒂𝒊) = 𝟎 and 𝑐𝑜𝑣(𝒂𝒊) =  𝜎𝑖
2𝑰𝒓𝒊

. 

Furthermore, 𝑐𝑜𝑣(𝒂𝒊, 𝒂𝒋) = 𝟎 for 𝑖 ≠ 𝑗, where 𝑶 is  𝑟𝑖 × 𝑟𝑗 , and 𝑐𝑜𝑣(𝒂𝒊, 𝜺) = 𝟎 for all 𝑖,  

where 𝑶 is 𝑟𝑖 × 𝑛. Show that 𝐸(𝒚) = 𝑿𝜷 and 𝑐𝑜𝑣(𝒚) = 𝚺 = ∑ 𝜎𝑖
2𝒎

𝒊=𝟏 𝒁𝒊𝒁𝒊
′ + 𝜎2𝑰𝒏 (10 marks) 

 


